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Abstract

Ad hoc teamwork (AHT) requires agents to collaborate with
previously unseen teammates, which is crucial for many real-
world applications. The core challenge of AHT is to develop
an ego agent that can predict and adapt to unknown team-
mates on the fly. Conventional RL-based approaches optimize
a single expected return, which often causes policies to col-
lapse into a single dominant behavior, thus failing to capture
the multimodal cooperation patterns inherent in AHT. In this
work, we introduce PADiff, a diffusion-based approach that
captures agent’s multimodal behaviors, unlocking its diverse
cooperation modes with teammates. However, standard dif-
fusion models lack the ability to predict and adapt in highly
non-stationary AHT scenarios. To address this limitation, we
propose a novel diffusion-based policy that integrates criti-
cal predictive information about teammates into the denois-
ing process. Extensive experiments across three cooperation
environments demonstrate that PADiff outperforms existing
AHT methods significantly.

Introduction
Ad hoc teamwork (AHT) presents a core challenge in multi-
agent systems (Stone et al. 2010), which requires agents to
collaborate with unknown teammates without predefined co-
ordination (Yuan et al. 2023a). Consider a robotic soccer
match, where an autonomous agent plays with unfamiliar
teammates. The agent must make real-time decisions with-
out any knowledge of the new teammates’ playing styles or
strategies. These challenges are not limited to simulated en-
vironments. In real-world applications like disaster response
(Yucesoy, Balcik, and Coban 2025), agents must coordinate
with human partners operating under unknown procedures.
In autonomous driving (Teng et al. 2023), vehicles often
need to interact with other road users without established
communication protocols. Such situations require agents to
infer teammate behaviors, adapt their strategies, and coop-
erate effectively on the fly (Ravula 2019). As multi-agent
systems are deployed in real world (Yuan et al. 2023b), it
is urgent to address the challenges of AHT and improve the
autonomy of multi-agent systems.
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AHT fundamentally requires an ego agent to collaborate
with previously unseen teammates, making it crucial to pre-
pare for multiple possible cooperative patterns rather than
relying on a single optimal response. Consider a robotic
soccer scenario involving AHT shown in Figure 1): When
an ego agent advances with the ball, she has to choose be-
tween two modes of cooperation: either assist a teammate
or directly attempt a shot. This example indicates that the
ego agent must learn multiple cooperation patterns simul-
taneously, highlighting the multimodal nature of the opti-
mal policies. However, most existing solutions to AHT are
based on reinforcement learning (RL) (Chen et al. 2020; Gu
et al. 2021; Papoudakis, Christianos, and Albrecht 2021),
which often fail to learn multimodal policies. RL typically
optimizes for a fixed expected return, causing the policy
to collapse to a single dominant behavior. From the gen-
eralization perspective, even if RL learns an optimal pol-
icy, it often still fails to generalize when the teammates
change their cooperation patterns. Although previous AHT
methods (e.g., LIAM(Papoudakis, Christianos, and Albrecht
2021) and GPL-SPI(Rahman et al. 2021)) leverage maxi-
mum entropy RL (e.g., SAC) to enhance stochastic explo-
ration and mitigate policy collapse into a singular cooper-
ative mode, their reliance on undirected behavioral disper-
sion inherently fails to structurally model multimodal dis-
tributions, thus poorly capturing diverse cooperation strate-
gies. In contrast, diffusion models (Croitoru et al. 2023) are
naturally suitable to model multimodal distributions(Wang,
Hunt, and Zhou 2022), making them stronger potential solu-
tions to AHT, where learning multiple cooperation patterns
simultaneously is essential for robust teamwork.

Diffusion models, serving as policies, while effective in
capturing multimodal action distributions, face two main
challenges when applied to AHT. (1) While diffusion mod-
els excel at generating diverse actions through iterative de-
noising, they are primarily designed for distribution recon-
struction and lack the predictive ability required for ef-
fectively supporting decision-making. This limitation raises
challenges for applying diffusion models to AHT, where
anticipating teammate intentions and making context-aware
decisions are crucial. (2) Traditional diffusion models are
typically built on MLP or UNet architectures, which lack
the architectural flexibility to adapt to changing teammate
behaviors. This presents a limitation for AHT, where real-



Situation 1 Situation 2 Situation 3

Teammate A Teammate BEgo Agent Defender Goalkeeper

Figure 1: An example illustrating multiple cooperation patterns in AHT. Situation 1: The ego agent passes the ball to teammate
A; Situation 2: The ego agent attempts a shot directly; Situation 3: The ego agent passes the ball to teammate B.

time adaptation to dynamic and unpredictable teammates is
essential for effective collaboration.

To address these two limitations, we present PADiff,
a diffusion-based framework for learning Predictive and
Adaptive policies in AHT. The core innovations of PADiff
are as follows. (1) To address the lack of predictive capabil-
ity in traditional diffusion models, we design a Predictive
Guidance Block (PGB) integrated into the denoising pro-
cess. This module specifically leverages intermediate rep-
resentations to predict teammates’ cooperative targets and
align action generation with long-term team objectives. (2)
To address the limited adaptability of traditional diffusion
architectures, we design an Adaptive Feature Modulation
Net (AFM-Net), which integrates two FiLM-like feature-
wise modulation layers to scale and shift intermediate fea-
tures based on the current state (Perez et al. 2018). To fur-
ther improve the diffusion policies’ stability and adaptabil-
ity against uncertain teammates, AFM-Net integrates sev-
eral designs such as Layer Normalization, Residual connec-
tions and Dropout regularization into the training process.
Through this way, AFM-Net dynamically adjusts its inter-
nal representations to accommodate the frequently changing
teammates’ goals and behaviors.

The main contributions of our work can be summarized
as follows.

1. We introduce PADiff, which is the first diffusion-based
approach to the problem of AHT. PADiff enables the
agent to learn multimodal cooperation patterns, leading
to diverse collaboration with unknown teammates. This
addresses the limitation of traditional RL-based methods
which collapse to a single dominant behavior.

2. PADiff integrates two novel modules to enhance the
diffusion policies’ adaptability and prediction ability.
First, the AFM-Net enables real-time adaptation to non-
stationary teammates, ensuring robust performance in
dynamic AHT scenarios. Second, the PGB effectively
guides the denoising process during training by predict-
ing teammates’ cooperative targets.

3. We empirically validate PADiff in three classic collab-

orative environments. Experimental results demonstrate
that PADiff consistently outperforms strong baselines in
diverse scenarios, achieving an impressive average per-
formance gain of 35.25% across all tested environments.

Related works
Ad Hoc Teamwork. The core challenge of AHT is to
develop a policy that generalizes across diverse teammate
behaviors and enables rapid adaptation during execution.
Early approaches typically rely on predefined sets of
teammate types, using type inference to switch among
corresponding policies (e.g., PLASTIC (Barrett and Stone
2015)). While effective in constrained environments,
these methods (Chen et al. 2020; Barrett and Stone 2015;
Durugkar, Liebman, and Stone 2020; Mirsky et al. 2020)
struggle when teammates exhibit complex or unmodeled
behaviors. More recent works (Papoudakis, Christianos,
and Albrecht 2021; Gu et al. 2021) improve adaptability by
learning representations of teammates, allowing the agent to
adjust its policy based on online interactions. These methods
relax the assumption of fixed types and broaden the space of
potential collaborations. However, most existing approaches
(Barrett et al. 2017; Chen et al. 2020; Rahman et al. 2021;
Zhang et al. 2025) are still built on RL frameworks, where
the optimization objective focuses on maximizing expected
return. This leads the learned policy to converge toward
a single high-reward action, neglecting the diversity of
possible cooperative modes under different teammate dy-
namics. While maximum entropy regularization ((Haarnoja
et al. 2018)) mitigates this collapse by promoting ex-
ploratory behavior, it fundamentally fails to construct
genuinely multimodal policies. Such limited policy ex-
pressiveness directly constrains generalization in AHT. In
contrast, diffusion models (Zhu et al. 2023) have the ability
to represent any normalizable distribution, with the po-
tential to improve the AHT policy representation effectively.

Generative Models for Decision Making. Generative
Models for Decision Making. Generative models have seen
increasing use in decision-making tasks (Gozalo-Brizuela
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Figure 2: Overview of the AHT training pipeline. The ego agent learns to cooperate with diverse teammates by: (a) sampling
from a heterogeneous teammate policy pool to simulate varied collaboration scenarios, (b) interacting within the environment
to collect trajectories, (c) storing interaction data, and (d) continuously optimizing its policy based on the collected data.

and Garrido-Merchan 2023; Jo 2023; Brynjolfsson, Li, and
Raymond 2025; Goodfellow et al. 2020). While GAN-
based methods (Goodfellow et al. 2020) like GAIL (Ho
and Ermon 2016) offer adversarial imitation, they often
struggle with training instability and limited generaliza-
tion. VAEs (Kingma, Welling et al. 2013; Mandlekar et al.
2020; Mees, Hermann, and Burgard 2022; Lynch et al.
2020) utilize latent representations for policy generation but
face difficulties capturing fine-grained dynamics. More re-
cently, Transformer- based models (Chen et al. 2021; Zheng,
Zhang, and Grover 2022; Xie et al. 2023), notably Deci-
sion Transformer (Chen et al. 2021), have reframed policy
learning as return-conditioned sequence modeling, achiev-
ing strong offline RL performance. However, most genera-
tive policy models remain unimodal due to architectural bi-
ases like Gaussian priors and autoregressive decoding. In
contrast, diffusion-based policies (Wang, Hunt, and Zhou
2022) can learn multimodal action distributions. Leverag-
ing this, we embed teammate-predictive guidance into a
diffusion-based policy framework specifically for AHT.
Diffusion Models. Diffusion models (Sohl-Dickstein et al.
2015), first for general high-dimensional data, rapidly found
success in image synthesis. Their strength here lies in U-Net
backbones’ multi-scale feature aggregation and spatial in-
ductive bias (Ho, Jain, and Abbeel 2020; Nichol and Dhari-
wal 2021; Vahdat, Kreis, and Kautz 2021). DiT (Peebles
and Xie 2023) replaces the U-Net backbone with Vision
Transformers, showing that attention mechanism improves
sample quality by capturing long-range dependencies. Be-
yond vision, diffusion models have recently been adopted
for decision-making in the RL field. Trajectory-level plan-
ners (Janner et al. 2022; Liang et al. 2023, 2024; Zhang et al.
2024) generate full state–action sequences for long-horizon
reasoning, typically with U-Nets (Janner et al. 2022) or
Transformer variants like DiT (Zhang et al. 2024). Action-
level policies, by contrast, denoise one action at a time with
lightweight MLPs (Wang, Hunt, and Zhou 2022; Kang et al.
2023; Hansen-Estruch et al. 2023), enabling real-time con-
trol. We follow the action-level paradigm but tackle the more
demanding AHT setting. To this end, we introduce (i) a Con-
ditional Feature Modulation Network that sustains robust-
ness under dynamically changing teammate policies and (ii)
a Predictive Guidance Block that injects teammate-aware
goals into the denoising process.

Preliminaries
Ad Hoc Teamwork. We consider training an ego agent to
collaborate with unknown teammates in cooperative multi-
agent environments to achieve a shared goal. This prob-
lem is modeled as a Decentralized Markov Decision Pro-
cess (Dec-MDP) extended with a teammate policy space:
⟨N,S,A, P,R,Γ, T ⟩, where N = {1, 2, . . . , n} denotes
the set of agents, S is the global state space, and the joint
action space is defined as A = A1 × · · · × AN . Without
loss of generality, we designate agent i as the ego agent
and −i as the set of teammates. The transition function
P : S × A → ∆(S) governs the environment dynam-
ics, and R is the shared reward function. Γ represents the
joint policy space of all potential teammates. We define a
trajectory τ = {(st,at, rt)}Tt=0 and denote by T the set
of such episodic trajectories generated from interactions be-
tween the ego agent and sampled teammates.

As illustrated in Figure 2, the AHT training pipeline
contains four stages: (a) Sample a subset of policies from a
diverse teammate pool at the beginning of each episode; (b)
Interact with the ego agent to collect full trajectories τ ; (c)
Store trajectories in the offline dataset; (d) Optimize the ego
policy πi

θ(a
i | s;D) based on the collected data D.

Diffusion Probabilistic Models. Diffusion models (DMs)
(Sohl-Dickstein et al. 2015; Song and Ermon 2019) are a
powerful type of generative models that learn to recover data
samples from noise. This typically involves two phases: a
forward noising process that gradually perturbs clean data
into noise, and a reverse process that learns to reconstruct
data from noise. Given a data sample x0 ∼ pdata(x), the
forward process defines a Markov chain: p(xk | xk−1) =
N (xk | √αkxk−1, (1− αk)I), where αk controls the noise
level at step k. The reverse process is parameterized by:
qθ(xk−1 | xk) = N (xk−1 | µθ(xk, k), (1 − αk)I). Sam-
pling starts from xK ∼ N (0, I) and iteratively denoises to-
ward x0. The model is trained by minimizing the loss:

L(θ) = Ek,x0,ϵ

[
∥ϵ− ϵθ(xk, k)∥2

]
, ϵ ∼ N (0, I). (1)

Methods
Overview. Our framework PADiff leverages a diffusion-
based approach tailored for cooperative decision-making in
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Figure 3: The overall architecture of PADiff. The subgraph (a) shows that PADiff represents the policy as a diffusion-based
model and the State Encoder fξ(zt|st−m:t) transforms states into latent representation capturing team dynamics. ct represents
the vector obtained by bit-wise addition of the embedding of latent representations zt and the embedding of diffusion step k,
which serves as the condition for diffusion. The subgraph (b) showcases our AFM-Net uses ct representing teamwork context as
the denoising condition to dynamically modulate the intermediate feature vectors to affect the actions generation. The subgraph
(c) illustrates that PGB integrates the team-aware information into the action denoising process by predicting teammates’
intentions while training, through gradient propagation, ensuring that the ego agent can make such decisions that align with
long-term team objectives while testing.

AHT environments. As illustrated in Figure 3, PADiff com-
prises three key components: (1) diffusion-based policy rep-
resentation, (2) Teammates Adaptation Block, and (3) Pre-
dictive Guidance Block (PGB). Initially, the state encoder
transforms the global state into a latent variable encoding
the current teamwork context. The latent representation, to-
gether with action embedding, enters the Teammates Adap-
tation Block, consisting of multiple Adaptive Feature Mod-
ulation Nets (AFM-Net), which dynamically adjusts feature
vectors via a FiLM-based conditioning mechanism, gener-
ating adaptive actions responsive to teammate dynamics. Si-
multaneously, the PGB predicts collaborative return and col-
laborative goal from intermediate features hk

t of Teammates
Adaptation Block, guiding the denoising process toward op-
timal team-aligned objectives by integrating predictive in-
formation via gradient signals.

During training, these three components jointly enable the
policy model to have both predictive and adaptive ability.
At inference, since the denoising module internalizes team-
awareness, the PGB is no longer required, enabling efficient
real-time adaptive decision-making. The procedure can be
found in Alg1 and Alg2 of the Appendix. In the following,
we detail each core component of PADiff.

Overall Diffusion Policy Representations
To capture agent’s potential multimodal behaviors required
for effective ad hoc teamwork, unlocking its diverse coop-
eration modes with teammates, we model the ego agent’s
policy as a conditional diffusion process. The iterative de-
noising framework naturally accommodates complex condi-
tions, enabling us to inject compact teammates information
at each step. We define the policy distribution over actions
at given state st as the reverse diffusion denoising chain:

πθ(at|st) = pθ(a
0:K
t |s) = N (aK

t ; 0, I)

0∏
k=K

pθ(a
k−1
t |ak

t , s),

(2)
As shown in figure 4, the solid lines show an inverse diffu-
sion process where a noisy action aK

t sampled from a Gaus-
sian distribution progressively transforms into the final exe-
cutable action a0

t through K diffusion steps while execution.
For discrete action spaces, following D3PM (Austin et al.

2021), the reverse diffusion is parameterized as:

ak−1|ak ∼ pθ(a
k−1|s,ak), k = K, . . . , 1, (3)

and the forward diffusion process can be represented as:

q(ak
t |a0

t ) = Cat(ak
t ; p = a0

tQk). (4)
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Figure 4: Forward adding noise process and inverse denois-
ing process in PADiff.

q(ak
t |ak−1

t ) = Cat(ak
t ; p = ak−1

t Qk) (5)

where Qk = Q1 · Q2 . . . Qk and the schedule type of tran-
sition matrices Q follows the Uniform approach, which is
a way of controlling the forward diffusion process and the
learnable reverse diffusion process. Cat(x;p) is a categori-
cal distribution over the one-hot row vector x with probabil-
ities given by the row vector p (Austin et al. 2021).

During training, we sample k from {1, . . . ,K}. As shown
in figure 4, the dotted lines direction shows that the sam-
ple is prepared by starting with ground truth action a0

t . We
can compute ak and ak−1 using equation 5. Then the model
learns to model the entire distribution pθ(a

k−1
t |ak

t , st) by
optimizing the variational lower bound. The loss function
for training is as follows:

LDiff = E
[
DKL

[
q(ak−1|ak,a0)∥pθ(ak−1|ak, s, k)

]]
− log pθ(a

0|a1, s)
(6)

where

q(ak−1
t |ak

t ,a
0
t ) =

q(ak
t |ak−1

t ,a0
t )q(a

k−1
t |a0

t )

q(ak
t |a0

t )

= Cat

(
ak−1
t ;p =

ak
tQ

⊤
k ⊙ a0

tQk−1

a0
tQka

k
t
⊤

)
.

While our diffusion policy captures the full action distri-
bution, standard diffusion models are insufficient for sophis-
ticated ad hoc teamwork. They typically lack (1) efficient
adaptation to dynamic teammates and (2) integrated team-
mate intent prediction. PADiff addresses these limitations
with its novel Adaptive Feature Modulation Net and Predic-
tive Guidance Block, which we will detail in the following.

State-Conditioned Teammates Adaptation
The denoising process pθ(a

k
t , st, k) uses a state encoder

and the Teammates Adaptation Block. The state encoder
compresses the state into a more informative latent vari-
able. Then the latent variable, diffusion step and the action
embedding are fed into the Teammates Adaptation Block,
which is consisting of two AFM-Net, simultaneously to gen-
erate the denoised action.

State Encoder: To better identify the cooperation situa-
tion of the team and handle potential changes in uncertain
teammates, we model the team’s cooperation state using a
history window st−m:t which provides richer context about
interactions. This sequence is compressed into an informa-
tive latent space modeled as a multivariate Gaussian distri-
bution (Gu et al. 2021). A sample from this latent distribu-
tion acts as the conditional input during the denoising stage.

(µzt , σzt) = fξ(st−m:t), zt ∼ N (µzt , σzt) (7)

Adaptive Feature Modulation Net (AFM-Net): Tradi-
tional denoising networks, such as UNet and MLP, lack nec-
essary teammate-awareness, while Transformer- based net-
works like DiT(Peebles and Xie 2023) rely on attention
mechanisms that introduce significant computational over-
head, undesirable in fast-paced AHT settings. To overcome
these limitations, we propose AFM-Net, an effective and
robust denoising network that integrates the FiLM mecha-
nism, residual connections, layer normalization and dropout
regularization, making it both expressive and efficient with-
out the need for attention. AFM-Net has three primary fea-
tures: (1) Conditional feature modulation through FiLM-
style(Perez et al. 2018) method, enhancing teammate adapt-
ability, (2) Residual connections for stable training and ro-
bust representations and (3) Dropout regularization to im-
prove generalization to unseen teammates.

Specifically, we generate γj(scale) and βj(shift) param-
eters from the team context zt using an MLP. These pa-
rameters dynamically modulate the intermediate feature
vectors produced by Layer Norm Block and MLP Block.
This integration enables the model to generate actions that
adapt to the team. Additionally, residual connections and
dropout regularization ensure stable learning and enhance
the model’s ability to generalize to new, unseen teammates.

γ1, β1, γ2, β2 = MLP (zt + k) (8)

AFM(x, zt, k) = γ2 · (MLP (γ1 · LN(x) + β1))

+β2 + x
(9)

where · represents the element-wise dot product, x rep-
resents the intermediate feature vector, LN represents the
Layer Normalization module.

Predictive Denoising with Collaborative Goal
Guidance
To address the challenge that existing diffusion-based poli-
cies lack the ability to predict teammates’ intentions and
struggle to adapt to the behaviors of previously unseen team-
mates, we propose the Predictive Guidance Block (PGB),
a novel component integrated into the denoising phase of the
PADiff framework, which can integrate predictive informa-
tion into the denoising process.

Unlike conventional inference-time guidance methods,
which often lack flexibility in adapting to real-time team-
mate dynamics, PGB leverages the intermediate representa-
tion generated during the denoising process to predict team-
mates’ intentions. By propagating gradients through the de-
noising process, it optimizes this representation, enabling it
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Figure 5: Average evaluation returns with 95% confidence interval during training.

to anticipate teammates’ behaviors. As a result, the denois-
ing process becomes adaptive to changes in teammates’ ac-
tions. The design of the PGB contains two core predictive
tasks: Collaborative Return (CoReturn) represents the ex-
pected cumulative future team reward, conditioned on the
current state and intermediate feature from the denoising
network. The prediction of CoReturn serves to guide the
generation of actions towards better alignment with overall
team objectives. And Collaborative Goal (CoGoal) stands
for the predicted future state, which is served as a sub-
goal to capture the intention of teammates. While model-
base method like DreamerV3(Hafner et al. 2023) optimize
policies through environment prediction, PGB similarly en-
hances decision-making via auxiliary prediction tasks, but
fundamentally differs by tailoring predictions to real-time
collaborative intent. Each predictive task contributes distinc-
tively to enhanced robust cooperative decision-making.

During the training phase, we predict CoReturn Rt using
the meaningful intermediate features hk

t directly produced
by AFM-Net and state st, and then use CoReturn along with
st to predict CoGoal Gt. This sequential prediction process
is designed to model the hierarchical nature of team coordi-
nation. The initial prediction of CoReturn provides an evalu-
ation of the expected reward, which serves as a foundational
signal for determining the next sub-goals, which are cap-
tured by CoGoal. The loss function is defined as:

LCoReturn = Eτ∼D

[
T∑

t=1

∥Rϕ(h
k
t , st)−Rt∥2

]
, (10)

LCoGoal = Eτ∼D

[
− 1

N

T∑
t=1

N∑
i=1

(
Gt,i log Ĝt,i

+ (1−Gt,i) log(1− Ĝt,i)
)] (11)

where Ĝt = Gφ(R̂
k
t , st), Gt = st+n, Rt =

∑T
t′=t rt′ . We

perform one-hot encoding on future state st+n, where each
dimension represents a binary indicator. We use BCE loss
per dimension to handle binary classification, which aligns
with the discrete nature of our environments.

The total loss is represented as:

Ltotal = LDiffusion + αLCoReturn + βLCoGoal (12)

Formally, let ∇hk
t
LCoReturn and ∇hk

t
LCoGoal represent the

gradient derived from each prediction objective. The total
gradient update on hk

t can be represented as:

∇hk
t
Ltotal = ∇hk

t
LDiffusion +α∇hk

t
LCoReturn +β∇hk

t
LCoGoal,

(13)
where α, β are weighting hyperparameters. By minimiz-
ing prediction errors on CoReturn and CoGoal, intermedi-
ate features become predictive of beneficial cooperative tar-
gets, ensuring that the ego agent can respond effectively to
teammates’ behaviors. During the inference phase, the Pre-
dictive Guidance Block is no longer required, as the denoise
block AFM-Net has learned the capacity to produce inter-
mediate features that are predictive of team-aware behavior,
which enables the denoising block to embed team-awareness
into its action generation and maintains effective coordina-
tion capacity without real-time guidance.

Experiments
Setup. To better evaluate the performance of the pro-
posed model in Ad Hoc Teamwork scenarios, we em-
ploy three benchmark environments: Predator-Prey (PP),
Level-Based Foraging (LBF), and Overcooked. Predator-
Prey: In a grid-world environment, a team of predator agents
must collaborate to capture a prey that actively attempts to
evade them. Successful captures require tight coordination
among predators. Level-Based Foraging: Agents operate in
a grid world where they collect food items randomly dis-
tributed across the environment. Both agents and food items



are assigned discrete levels, and a food item can only be col-
lected when the combined levels of participating agents meet
or exceed the food’s level. Overcooked: Agents must effi-
ciently prepare and deliver dishes in a kitchen with a com-
plex spatial layout. Effective cooperation with teammates
and synchronized movements are crucial.

Collections of teammates policies. In AHT scenarios, we
must ensure that the ego agent can adapt to previously un-
seen teammates. To build a diverse pool of teammate poli-
cies, we use the Soft-Value Diversity (SVD) method from
the CSP(Ding et al. 2023) framework to collect teammate
behaviors, instantiating four independent multi-agent pop-
ulations in each environments. The training process alter-
nates between the inner loop and the outer loop. In the in-
ner loop, each team is trained in isolation, updating its pol-
icy to maximize its own performance. In the outer loop,
we jointly update all teams to maximize the SVD objec-
tive, encouraging them to develop distinct value estimates
over observation–action pairs, thus diversifying their behav-
iors. Specifically, three training populations are dedicated
to interacting with the ego agent for collecting the training
data, while a fourth population is reserved exclusively for
assessing the ego agent’s performance. Each training popu-
lation comprises three unique policy checkpoints, whereas
the testing population includes twelve checkpoints. These
checkpoints correspond to distinct joint policies. By isolat-
ing the training and testing in this way, our protocol ensures
a rigorous evaluation of the model’s ability to adapt to pre-
viously unseen teammate strategies. We divided the 12 test
policies into two groups, one containing 4 test strategies and
the other containing 8. The cross-play matrices experiments
reveal that cooperation scores for different teammate combi-
nations are lower than for identical teammate combinations.
This is due to strategy differences causing coordination is-
sues, which reflects the diversity of test teammates strate-
gies. Detailed information about cross-play experiments can
be found in Appendix A.2.

Baselines. In our experiments, we compare two clas-
sic AHT methods: LIAM (Papoudakis, Christianos, and
Albrecht 2021) and ODITS (Gu et al. 2021). To under-
score the benefits of our method and its superior adapt-
ability to AHT tasks, we further benchmark it against two
diffusion-based models: Diffusion-BC and Diffusion-QL
(Wang, Hunt, and Zhou 2022). We also compare with the
offline reinforcement learning algorithm CQL (Kumar et al.
2020) and two AHT–focused multi-agent methods: MAD-
IFF (Zhu et al. 2024), which aggregates all agents’ observa-
tions into a global state sequence and uses an inverse dynam-
ics model to predict the ego agent’s next action; and MADT
(Meng et al. 2021), which only trains the ego agent’s actor
network within the AHT settings. We also take the latest DT-
based offline AHT method TAGET (Zhang et al. 2025) as
baseline. These comparisons demonstrate that our method
addresses the challenges in AHT scenarios more effectively
and achieve significant performance.

Comparison with Baselines.
We trained our model for 20 epochs in the offline datasets we
collected. We evaluate the agent against a held-out test pool

every two epochs,. Test pools consist of either 4 or 8 poli-
cies. For each environment, one group of policies is drawn
at random and paired with the ego agent for evaluation. Re-
turns are averaged over 50 trials, with shaded regions repre-
senting 95% confidence intervals using the standard normal
distribution formula: x̄ = ±1.96 · σ√

n
, where σ is the sam-

ple standard deviation and n = 50. In every environment
and for both pool sizes, our model consistently surpasses
the baseline(cf. Fig 5 and Tab1 of Appendix). Additionally,
hyperparameters analysis and detailed network architecture
can be found in Fig4 and Fig5 of the Appendix.

Visualization of Multimodal Policy Distributions
To verify that PADiff captures multimodal behaviors and
discovers different modes of cooperation, we set up a game
scenario in the PP environment and input the same state
into the policy multiple times. We found that the ego agent
would exhibit different cooperative paths as shown in Fig1
of Appendix, proving that our policy actually fits a mul-
timodal distribution, enabling diverse behaviors under the
same state. Further analysis can be found in Appendix A.3.

Ablation Studies
To validate the necessity of our proposed AFM-Net, we re-
place AFM-Net in our framework with two alternative archi-
tectures: MLP and U-Net, and evaluate performance across
all environments. As shown in the Figure 7, our model
consistently outperforms both variants in all environments.
These results strongly demonstrate that, in the context of
AHT tasks, the design of AFM-Net offers significant advan-
tages and greater applicability compared to a simple MLP
and the image-oriented U-Net architecture.

To evaluate the contribution of each component of PGB
module to overall framework performance, we conducted an
ablation study by systematically removing individual mod-
ules and assessing performance, allowing us to quantify the
impact of each component. As depicted in the Fig 6, the re-
sults show that the full model consistently outperforms all
ablated variants. Both removing the CoGoal predictor and
the CoReturn predictor results in substantial degradation, in-
dicating that the ability to predict future team rewards and
subgoal are crucial for enabling the ego agent to collaborate
with unseen teammates. These findings strongly support the
rationality for the design of PGB, demonstrating that each
component plays a vital role in enhancing performance.

Conclusions
In this work, we introduced PADiff, a novel diffusion-based
framework that employs diffusion models as the ego agent’s
policy for AHT. Through extensive experiments, we val-
idated that PADiff successfully enhances collaboration in
dynamic, unseen teammate scenarios by integrating predic-
tive information into the denoising process and incorporat-
ing adaptive mechanisms for dynamic teammate adaptation.
This paves the way for more autonomous and reliable multi-
agent systems capable of seamless collaboration in open, un-
predictable realworld environments.
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