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Abstract. In this paper, we propose a dual-process cognitive rec-
ommendation system for sequential recommendations. The framework
includes an intuitive representation module (System 1) and an inference
module (System 2). System 1 is designed to understand the user’s his-
torical interaction sequences with external knowledge graph. System 2
is built to make recommendations by reinforcement learning to consider
long-term returns and diversity. We demonstrate the performance of our
method on a wide range of recommendation datasets. Experiments show
significant improvement over the state-of-the-art models regarding both
relevance and diversity.

Keywords: Recommendation system · Knowledge graph ·
Reinforcement learning · Diversity in recommendation · Dual-process
theory

1 Introduction

Traditional recommendation systems mainly follow the fashion of supervised
learning. Methods including convolutional neural network [29] and graph neural
network [26] are adopted to represent the item sequences and generate a proba-
bility distribution to support the recommendation. Researchers further propose
attention mechanism [24], memory network [5], and hybrid model [21] for better
representation learning of item sequence and obtain positive results. Recently,
SANS [30] adds a neural similarity module and a setwise attention module to
address the few-shot recommendation problem.

In order to deal of the scenario of dynamic sequential recommendations,
which aim to recommend next-item or next-session according to historical inter-
action records, researchers formulate the task as sequential decision problem
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and reinforcement learning (RL) is used to characterize each user’s personalized
preferences considering the long-term returns [23]. DRN [32] presents a complete
framework, and DEERS [31] balances both the positive and negative feedback
of users.

Various model-free techniques are proposed to improve the recommendation
performance [3]. Model-based RL is also widely used to learn the user model [15].
Despite the great improvements the above works achieved, the training efficiency
of RL is still an unavoidable problem [28].

In this paper, we also focus on dynamic sequential recommendation task, and
we explore to use supervised learning technique to accelerate the training effi-
ciency of RL. Inspired by the dual-process theory [7], we propose a dual-process
cognitive recommendation system, CogRecDiv, for sequential recommendations.
We first design an intuitive representation module (System 1) to simulate the
cognitive process. Moreover, for the reason that the users with similar interactive
behaviors may click on completely different items in the next action according to
the behavior polymorphism, our proposed model takes the relevance-to-diversity
balance issue into account, that is the inference process (System 2). Specifically,
System 2 balances the issue of diversity while considering long-term returns with
the support of RL and determinant point process (DPP) methods. Among them,
RL is adopted to balance the long-term and short-term relevance of interactive
items, while the DPP serves as the description of diversity since the determinant
can express the degree of similarity between items. Experiments are designed
from three aspects: accuracy, diversity, and training efficiency. The results show
that our proposed model achieves an improvement of up to 4.1% on four datasets
compared with current state-of-the-art models.

2 The Proposed Method

2.1 Framework

In order to balance the trade-off between the accuracy and the diversity of recom-
mendation systems, we propose CogRecDiv, whose framework is shown in Fig. 1.
Given an interactive sequence and the knowledge graph, the representation of
the sequence is extracted by System 1. An intuition model is used to make sure
that the necessary information of the recommendations is gained and gives the
intuitive recommendations quickly. Then, the system recommend the informa-
tion extracted by System 1 through System 2. In the recommendation process,
the recommendation accuracy is improved through RL, and the recommendation
diversity is enriched through the DPP.

2.2 Preliminary

The item sequence of a user u is denoted as ium:n
.=

(
ium, ium+1, . . . , i

u
n−1, i

u
n

)
, where

iut is the tth item in item set I. m and n (1 ≤ m ≤ n) are the start and end item
respectively that the user u interacted with. Given a user u’s interactive sequence
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Fig. 1. The whole framework of our proposed method. The solid arrow represents the
forward operation, and the dashed arrow represents the gradient back propaganda.
System 1 efficiently extracts the intuitive representation from interactive sequence and
the knowledge graph. Then, System 2 improves the accuracy by RL and enriches the
diversity by DPP.

iu1:t, the goal is to predict the next k items iut+1:t+k that the user u would interact
with. Each item i has its item embedding eitem(i) ∈ R

ditem
and its knowledge

graph embedding (KG embedding) eKG(i) ∈ R
dKG

, where ditem ∈ Z+ is the
dimension of item embedding and dKG ∈ Z+ is the dimension of KG embedding.
For the sequence iu1:t, the item embedding sequence is eu,item(i1:t) and the KG
embedding sequence is eKG(iu1:t).

At each step t, yt
.=

[
y
(1)
t , y

(2)
t , · · · , y

(|I|)
t

]
is the user’s ground-truth interac-

tive vector, where y
(i)
t (i = 1, 2, · · · , |I|) is the indicator function of the actions:

y
(i)
t =

{
1, if the user interact with the item i at time t

0, otherwise.
(1)

2.3 System 1: Intuitive Representation Module

The extraction capacity of System 1 model is fundamental for recommendation,
thus a powerful model is needed. Inspired by KERL [23], the representation ht for
an interactive sequence i1:t is consisted of three parts: sequence-level represen-
tation hseq

t , knowledge-level representation hKG
t , and future-level representation

hfuture
t . Specifically, hseq

t is used to extract the sequence information of items;
hKG

t combines external knowledge; and hfuture
t is for further inference.
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The sequence-level representation hseq
t is gained by a standard recurrent neu-

ral network:
hseq

t = GRU
(
hseq

t−1, e
item(it); θGRU

)
, (2)

where GRU(·) is the Gated Recurrent Unit [6], and θGRU denotes all the
related parameters of the GRU network. The average value of the KG embed-
ding of the item sequence is used as the knowledge-level representation hKG

t =
1
t

∑t
j=1 eKG(ij). And we use a neural network to get the future-level represen-

tation hfuture
t

hfuture
t = MLP

(
hKG

t ; θMLP1
)
, (3)

where MLP(·) is the Multi-Layer Perception, and θMLPi(i = 1, 2, · · · ) denotes
all the related parameters of the MLP network. The final representation ht is
the concatenation of three representation vectors:

ht
.=

[
hseq

t , hKG
t , hfuture

t

]
. (4)

In order to extract the information needed for recommendation, we first use
supervised learning to learn sequence representation

πθMLP2 (·|ht) = MLP
(
ht; θMLP2

)
, (5)

where πθMLP2 (·|ht) is the probability distribution over the complete item set of
the next item that the user may interact with at time t.

Cross entropy is adopted as the loss of the supervised learning:

Lsys1 = CE (πθMLP2 (·|ht),yt) , (6)

where CE(·) denotes the cross entropy loss function.

2.4 System 2: Inference Module

System 2 is used to inference based on the information extracted by System 1 and
make the recommendations. Two components are used in system 2. RL is used
to improve the accuracy and consider the long-term benefits of recommendation
and DPP is used to enrich the diversity of items.

A Markov Decision Process Formulation for Our Task. The recom-
mender is an agent that interacts with the environments, which are the users.
At each time step, the state is the hidden state h of the previous interacted
items, and the actions are the recommended items. The transition function is
the representation networks. The reward can be obtained from the user and
the knowledge. The policy π is the probability distribution over all the possible
actions.
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Reinforcement Learning. Strategies learned by RL perform better in the
long-term cumulative reward. The reward R is consist of two parts: the relative
part Rrel, and the KG part RKG.

R = Rrel + RKG. (7)

The relative reward is bulit by discounted cumulative gain (DCG), which is a
metric widely used in recommendations Rrel = DCG (πt,yt), where the relative
score is the probability of each item. To make the recommended items and the
previous items be as close as possible on the knowledge graph, the reward from
KG is the similarity between the embeddings of the recommended items and the
previous items RKG = Distance

(
eKG(mt), eKG(it)

)
, where m = arg max

j∈I
πj

t is the

item with the highest probability at step t, and here we use cosine similarity as
the distance metric.

We use the truncated policy gradient as the RL algorithm, and the RL loss
at time t is

LRL = −
t+k∑

j=t

γj−tRj · log pi, (8)

where γ is the discount factor, pi is the probablity of the item that the user
interacts with at the next step.

Determinantal Point Process. A DPP P on the whole item set I is a prob-
abilistic model on 2I , which is the set of all subsets of I [2]. When the empty
set has nonzero probability, there exists a matrix L ∈ R

|I|×|I| such that for
every subset C ⊆ I, the probability of C is P(C) ∝ det(LC), where L is a real,
positive semidefinite (PSD) kernel matrix indexed by the elements of I, and LC

is the sub-matrix of L indexed by C in both rows and columns. det(L) is the
determinant of L, and det(L∅) = 1 by convention.

Kernel Matrix Construction. The kernel matrix can be written as a Gram
matrix, L = B�B, where the columns of B are items representations. Each
column vector Bi can be constructed by the product of the item score ri ≥ 0
and a normalized vector fi ∈ R

dkernel
with ‖fi‖2 = 1, where dkernel ∈ Z+ is the

dimension of item representation. Here, we use the normalized KG embedding as
fi = Norm

(
eKG(i)

)
, where Norm(·) is the batch norm operation [12]. The item

relevant score ri,t is constructed by the cosine similarity between the embeddings
of the item i and the average of previous item embeddings before step t

ri,t = cos
(
eKG(i), hKG

t

)
, (9)

where ri,t is the relevant score of the item i at step t. The entries of kernel Lt is

(Lt)i,j = 〈Bi,Bj〉 = 〈rifi, rjfj〉 = rirj〈fi, fj〉, (10)

where 〈·, ·〉 is the inner product of two vectors. The kernel matrix at step t is

Lt = Diag(rt) · S · Diag(rt), (11)



394 Y. Gao et al.

where S is the similarity matrix of items that measures the distance between
two items, and Sij = 〈fi, fj〉. Diag(·) is the diagonal matrix of the given vector.

Diversity with DPP. We hope that the final recommendation set can have as
much diversity as possible. Therefore, we use the method of maximizing the
determinant of the top k recommended items to achieve this goal

LDPP = −det (Lt,D) , (12)

where D is the item set with top k probability, which includes the top k items
that the user will interact with next predicted by the recommendation system.

2.5 CogRecDiv

We combine the two systems, System 1 and System 2 including RL and DPP
parts together with different weights λ1, λ2, λ3 to construct the final loss L,

L = λ1 · Lsys1 + λ2 · LRL + λ3 · LDPP. (13)

3 Experiments

We evaluate the accuracy, diversity, and efficiency of our proposed approach. We
first describe the experimental settings.

3.1 Sequential Settings

Datasets. We conducted experiments on four datasets, including three e-
commerce datasets, and a music recommendation dataset. We adopt three e-
commerce categories from Amazon [17]: Books, Beauty, and CDs with different
diverse sizes and sparsity levels. We take the subset of Last.FM [19] where the
timestep is from Jan, 2015 to June, 2015. For all datasets, we remove users and
items with less than three interaction records.

Evaluation Metrics. Following [23], we use Hit-Ratio@k and Normalized Dis-
counted Cumulative Gain (NDCG@k) to evaluate the proposed method. Follow-
ing [2], we use intra-list average distance (ILAD), and intra-list minimal distance
(ILMD) to measure the diversity. Higher metrics are desirable. All the metrics
were calculated based on the top-k recommendations to each user for each test
case. k is set to 10. For each test case, we randomly sample 100 negative items
and rank them with the ground-truth item.

Parameter Settings. We optimize all models with the Adam optimizer by set-
ting the batch size as 2048, the coefficients used for computing running averages
of gradient and its square as 0.001, the betas as (0.9, 0.999) without weight decay.
The hidden layer sizes of the model used for Amazon dataset are set to 50, and
100 for Last.FM. All the hyper-parameters are obtained using grid search. The
weights λ1, λ2, λ3 are set to 1, 0.1 and 1 based on the analysis of experimental
results. The path number and length are both set to 3 when sampling.
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Table 1. Performance comparison between the baselines and our model. The best
performance in each row is in bold font, and the starred numbers represent best baseline
performance. The last column shows the absolute improvement of our results against
the best baseline, which is significant at p-value ≤ 0.05.

Dataset Metric ↑ KGAT Ripple GRU4Rec KSR KERL CogRecDiv Improvement

Beauty Hit-Ratio@10 44.0 42.2 39.4 51.0 54.1∗ 55.9 3.3%

NDCG@10 27.6 21.4 29.5 32.2 36.5∗ 37.9 3.8%

CDs Hit-Ratio@10 63.4 58.4 50.5 68.3 73.7∗ 75.1 1.9%

NDCG@10 41.7 37.6 32.9 45.0 50.8∗ 52.6 3.5%

Books Hit-Ratio@10 70.2 63.8 56.2 75.1 80.0∗ 80.7 0.9%

NDCG@10 45.8 42.8 38.5 52.4 57.1∗ 58.7 2.8%

Last.FM Hit-Ratio@10 55.8 52.5 52.8 62.7 64.2∗ 64.8 0.9%

NDCG@10 42.1 38.2 40.7 48.1 50.1∗ 52.8 5.4%

Compared Methods. Our model is compared with these competitive base-
lines:

– KGAT [25] explores the high-order connectivity with semantic relations in
collaborative knowledge graph for knowledge-aware recommendation.

– Ripple [22] models users’ potential interests along links in knowledge graph
for recommendation through embedding.

– GRU4Rec [10] utilizes GRU to capture users’ long-term sequential behaviors
in session-based recommendation.

– KSR [11] integrates a memory network to a GRU-based sequential recom-
mender with Knowledge-Enhanced Memory Networks.

– KERL [23] explicitly discusses and utilizes knowledge graph information for
the exploration process in sequential recommenders with RL.

For KERL, we use the released code. For other baselines, we followed the
same settings and used the results in the KERL paper.

3.2 Main Results

Table 1 shows our evaluation results of recommendation models. On the four
datasets, our model outperforms all baselines both with respect to the two met-
rics. On Books and Last.FM , although our model does not improve the Hit-
Ratio@10 much, it improves NDCG@10 a lot. That is to say, although the top-10
items recommended by our model and the baselines all hit the next item in the
user interaction, the target item of the user ranks higher in the list recommended
by our model.

Figure 2(a) shows the training process of KERL and our model CogRecDiv.
Our model is more efficient than KERL during training, and the training process
is more stable. Figure 2(b) shows the diversity metrics through training process.
The diversity of the items recommended by KERL without constrains of the
determinant is very variate, while the diversity of the recommendations produced
by CogRecDiv is limited in a small range. Notes that the lowest points of the
diversity curves appears earlier than the highest points of the accuracy curves,
which means that the diversity is helpful to the improvement of accuracy.
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(a) Training metric

(b) Diversity metric

Fig. 2. Accuracy and diversity metric curves in training process. An early stop signal
has been triggered during the training process of the CogRecDiv model shown by the
blue line. (Color figure online)

3.3 Ablation Study

Recall that we have three losses in Eq. 13, namely Lsys1 (Eq. 6), LRL(Eq. 8),
LDPP(Eq. 12). Therefore, we consider three variants for comparison by examining
the effect of each part for sequential recommendation, including: (1) Rec using
only the representation got from system 1; (2) CogRec using two systems, but
only uses RL in system 2; (3) RecDiv using two systems, but only uses DPP in
system 2.

Table 2 shows the results of CogRecDiv model and its three variants on four
datasets. In general, System 1 can extract the information needed for recom-
mendation better than other baseline models. System 2 considering long-term
returns and the diversity can effectively improve the accuracy of recommenda-
tions. And according to the substantial improvement of NDCG, it can be seen
that apart from Hit-Ratio, our model can rank the items that users will click
next in the recommendation list higher.
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Table 2. Performance comparison of Rec, CogRec, RecDiv and CogRecDiv.

Dataset Metric Rec CogRec RecDiv CogRecDiv

Beauty Hit-Ratio@10 55.7 55.9 55.8 55.9

NDCG@10 37.6 37.7 37.9 37.9

CDs Hit-Ratio@10 74.6 75.1 74.5 75.1

NDCG@10 51.9 52.5 51.8 52.6

Books Hit-Ratio@10 80.3 80.5 80.7 80.7

NDCG@10 58.3 58.5 58.4 58.7

Last.FM Hit-Ratio@10 61.6 64.5 61.4 64.8

NDCG@10 50.9 52.5 50.9 52.8

For CDs and Last.FM , System 2 with RL (CogRec) performs better than
System 2 with DPP (RecDiv) in both Hit-Ratio@10 and NDCG@10. However,
for Books, the diversity part contributes a lot in Hit-Ratio@10, which leads
to the conclusion that the both parts in System 2 are effective in improving
recommendation accuracy.

3.4 Case Study

Figure 3 presents an example of the items recommended by the models based on
a user’s interactive sequence consisting of 11 items. In the interactive sequence,
nail polish accounted for nearly half of the user’s clicks. The target item for
user’s next interaction is a dark purple nail polish, which is expected to be
included in the recommendation lists and ranked as high as possible. Among
the recommendation lists of the four models, only the Rec model fails to hit the
target, which means that it is infeasible to predict this user’s interactive prefer-
ence based on simple intuition system. Fortunately, the recommended lists of the
remaining three models all include the target item. Among them, CogRecDiv,
which includes two complete systems, not only hits the target, but also ranks
it first. This shows that considering the diversity of long-term returns, in this
example, the recommendation accuracy is significantly improved.

Although Rec’s recommendation failed to hit the target, the variety of rec-
ommendation was not low, which was consistent with the trade-off relationship
of accuracy and diversity. In the recommendation list of CogRec with the long-
term benefit (System 2), there are more nail polishes recommended than the
other three ones. Correspondingly, the variety of items is relatively lower than
others, which concludes that the model with RL is more inclined to recommend
items that is similar to the previous ones. The outcome of RecDiv with System 2
has the highest recommendation diversity. It not only recommends items in pre-
vious categories, but also adds a lot of items in categories that have not appeared
before, such as hair care and styling tools. CogRecDiv’s recommendations balance
the effects of accuracy and diversity at the same time.
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Fig. 3. A case where different models recommend items for the same sequence. The
left side is the item sequence of the user’s historical interaction and the target the user
will click next. The middle one is the top 10 recommended items given by the four
models. The category and subcategory of each item are marked below with bold and
regular fonts. The diversity scores of each model’s recommendation list are given on
the right.

4 Related Works

The question of how the recommended satisfaction is affected by diversity and
relevance has been deeply explored, and experiments show that diversity may
have a negative net effect on user’s satisfaction [13]. In terms of algorithms, the
frequency of occurrence is considered, and at the same time, all projects are given
fair exposure opportunities to strengthen the robustness of the system [18].

As for sequential recommendations, HISR [9] brings sequential dynamics
into heterogeneous recommendations with textual and social information. SRec-
GAN [16] combines the integration of adversarial training with BPR. Some schol-
ars have recently used the DPP [1] to improve the diversity of the recommenda-
tion system. The adoption of DPP overcomes the NP-hard calculation problem
and greatly accelerates the greedy MAP inference for DPP, which has a better
performance in the relevance-to-diversity trade-off [2,8].

Currently, there are some approaches that combines knowledge graph and RL
together. PGPR [27] introduces a sampling multi-path policy gradient method,
and Ekar [20] expresses the problem as a sequential decision-making process.
KGTN [4] designs the original path to join methods, and CPR [14] adds an
attention mechanism to the actor network and proposes an interactive path
reasoning algorithm on a heterogeneous graph.

The closest work to ours is KERL [23], which is a sequential recommenda-
tion system that combines RL and knowledge graphs. Unlike KERL, our model
considers the diversity of recommendations and avoids the lack of user inter-
est capture caused by frequent recommendations of similar items. On the other
hand, we adopt the method of RL to assist supervised learning label prediction.
And through multi-task learning, we can achieve better results more efficiently.
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5 Conclusions

In this paper, we construct a recommendation system CogRecDiv based on
the dual-process theory in cognitive science. The dual-process cognitive recom-
mender divides the recommendation into two subsystems. System 1 is used to
quickly give intuitive representation based on the user’s historical interactive
items and the KG. System 2 analyzes the information and make further infer-
ences, considering the long-term cumulative returns with RL and enriching the
diversity of recommendation with DPP. Experiments show that our model has
achieved state-of-the-art performance on all four data sets, while ensuring the
diversity, the long-term returns, and the learning efficiency.
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